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Fast Forward
l Help operators detect, diagnose, and 

respond on time. 

l Use standards for good design, operation of 
process alarm systems.

l Implement multiple layers of protection to 
prevent incidents.

Operators 
on alert
Operators 
on alert
Operator response, alarm standards, 
protection layers keys to safe plants

As plants run closer to their performance 
limits with fewer operators and support 
staff, alarm management is becoming 

paramount to maintaining plant safety. The key 
to maximizing the safety protection the opera-
tor provides is creating an environment where 
they are able to detect, diagnose, and respond 
to alarms properly and on time. One way to do 
this is adopt the requirements and recommen-
dations of the standard on alarm management 

(ANSI\ISA-18.2 stan-
dard, Management 
of Alarm Systems for 
the Process Industries) 
and take a coordinat-
ed approach to alarm 
management and 
safety instrumented 
system (SIS) design. 

The ANSI\ISA-18.2 standard offers guidance on 
how alarm management can help a plant op-
erate more safely. The standard can also bring 
together the disciplines of alarm management 
and safety-system design, which must work 
more closely to prevent future accidents.

First layer of protection
The operator’s response to alarms is crucial in 
preventing a process upset from escalating into 
a more serious event. Multiple layers of protec-

tion can prevent an incident from occurring and 
mitigate its impact if it does occur. Operator in-
tervention is one of the first layers of protection. 
Next is the SIS, whose job is to drive the process 
to a safe state, as needed, to protect people, the 
environment, and equipment. When a safety 
system trips, it typically results in lost produc-
tion, which can be very significant—for an oil 
refinery, it can easily exceed $1 million per hour.

Risk reduction
According to the IEC 61511/ISA 84 process safe-
ty standards, you must reduce process risk to a 
tolerable level as set by the process owner. To do 
this, use multiple layers of protection, includ-
ing the basic process control system, alarms, 
operator intervention, mechanical relief sys-
tems, and if necessary a SIS. The more risk the 
alarm system and operator can reduce, the less 
risk reduction or safety integrity level (SIL) the 
SIS must provide. The higher the SIL level, the 
more complicated and expensive the SIS will 
be. Also, a higher SIL will require more frequent 
proof testing, which adds cost and can be bur-
densome in plants. Unfortunately, human per-
formance factors provide constraints on the 
level of risk reduction an operator can actually 
provide. Getting the most from the operator re-
duces the demands on the SIS, which in turn 
reduces its chance of failure.

By David Hatch and 
Todd Stauffer
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Example layer of protection analysis (LOPA) calculation

Layers of protection and impact on process
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The reliability of the alarm system and operator are an im-
portant consideration when performing a layer of protection 
analysis (LOPA), which is one of several methods for calculat-
ing the required SIL target. In a LOPA, you can calculate the 
frequency of a potentially dangerous event by multiplying 
the probability of failure on demand (PFD) of each individual 
layer of protection times the frequency of the initiating event. 

Reliable operator
The example LOPA calculation assumes each 
protection layer, including the operator, is spe-
cific, auditable, independent, and dependable. 
The calculation uses a 20% chance the operator 
will fail to respond correctly and in time to pre-
vent the outcome (PFD = 0.2). Assuming an 80% 
success rate might seem conservative, but stud-
ies have shown human error is one of the leading 
causes of industrial accidents. 

On the other hand, an 80% success rate might 
be generous. Consider safety-critical alarms are most likely to 
occur during major plant upsets. Throw in operator fatigue, 
lack of proper training, increasing operator workload, physi-
cal condition (age, amount of rest), along with alarm over-
load, and you can see the challenge to improving the opera-
tor’s response. 

Just a matter of time
So how can we improve the operator’s performance to keep 
our plants safer? One way is to think about what constitutes 
a successful operator response. As ANSI\ISA-18.2 describes, 
the operator must be able to detect, diagnose, and respond 
within the appropriate timeframe, sometimes called the pro-
cess safety time, or else the upset could escalate to cause a 
trip or an accident.

Consider operator response time up-front during design. 
When you create a situation in which an operator has only a 
few minutes to detect, diagnose, and respond, you increase 
the probability for failure. This means the operator cannot 
be a significant safety layer. One company has set a thresh-
old requirement of 10 minutes, meaning any alarm that 
has a process safety time of less than 10 minutes cannot be 

claimed as a layer of protection (PFD = 1.0). 

Life cycle approach
The ANSI 61511/ISA-84 standard on process safety and 
the ISA-18.2 standard on alarm management advocate 
the use of a life cycle approach. Two life cycles are similar 
and can connect during several phases. Results from the 
safety hazard and risk assessment are an input to alarm 
management’s identification phase. You should assign 
alarms you are relying on as a safety protection layer as a 
high priority during rationalization.

A key deliverable is to create an alarm philosophy 
document that defines how a company or site will address 
alarm management throughout all phases of the life cy-
cle. It should contain information such as the criteria for 

classifying and prioritizing alarms (safety-related alarms are 
classified as highly managed alarms), what colors to use to 
indicate an alarm in the HMI, and how to manage changes 
to the configuration. It should also establish key perfor-
mance benchmarks (such as the acceptable alarm load for 
the operator). 

Easy alarm detection
Design HMI to make the operator aware of a situation. The 
operator’s performance is directly linked to the proper use 
of color, text, and patterns within the HMI, which should be 
configured to uniquely indicate the state of the alarm (nor-
mal, unacknowledged, acknowledged, suppressed). Since 
8-12% of the male population is color-blind, it is important 
to consider what colors to use. Ideally colors used for alarm 
indication should be reserved for alarming only and should 
be different depending on priority.

Minimize operator’s number of alarms. Alarm overload is 
a key reason operators miss alarms. An operator should be hit 
with no more than one to two alarms every 10 minutes dur-
ing steady-state operation. In many control rooms, operators 
are hit with one alarm every minute, which is considered un-
manageable.  

Make sure operators can differentiate high priority 
alarms from other alarms. ANSI\ISA-18.2 recommends us-
ing three to four different priorities, where no more than 5% 
of alarms are configured as high priority. Set priority based 
on the potential consequences and on the time available to 
respond. 
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Eliminate nuisance alarms. The 
presence of standing alarms (lasting 
more than 24 hours) and chattering 
alarms (points that go needlessly in 
and out of alarm on a frequent basis) 
can obscure the operator’s view and 
make it more difficult for him to de-
tect a new alarm. Poor configuration 
practices are one of the leading causes 
of nuisance alarms. The proper use of 
alarm deadbands and on/off delays 
can go a long way to eliminating them. 
An ASM study found the use of on/off 
delays in combination with other con-
figuration changes was able to reduce 
the 10-minute alarm rate by 45-90%. 

Correct diagnosis
Make information available on cause 
and corrective action. Ideally, you 
should make available the cause of the 
alarm, corrective action, consequence, 
time to respond, and safety in real time 
and in the proper context.

Suppress unimportant alarms dur-
ing a flood. Plant upsets, which can 
generate tens to hundreds of alarms, 
are one of the most challenging times 
for the operator. Advanced alarming 
techniques, such as state-based alarm-
ing, can temporarily suppress alarms 
when they are not meaningful. When a 
distillation column crashes, it is best to 
present only those few alarms that af-
fect the diagnosis and response, rather 
than all temperature and pressure 
alarms that occur.

Shelving helps the operator stay 
focused. Alarm shelving allows an op-
erator to temporarily suppress an insig-
nificant alarm, removing it from view. 
It is a great tool for improving response 
during a process upset. The alarm will 

come back later (after 30 minutes for 
instance), so it can be addressed when 
things have calmed down in the control 
room. It is important to provide con-
trols on who can shelve an alarm and 
which alarms can be shelved.

Correct response
Practice makes perfect, so it is impor-
tant to train operators to make sure 
they are comfortable with the system, 
and that they trust it to help them do 
their job. The last thing you want is the 
operator abandoning the control sys-
tem during an upset. Training the op-
erator as part of a process simulation 
can create a drilled response in which 
corrective action is so well reinforced it 
is automatic.

Provide alarm response procedures; 
specifically, written alarm response 
procedures should include potential 
causes and consequences of the alarm, 
recommended corrective action, alarm 
limit, and allowable response time 
(information fleshed out during ratio-
nalization and hazard and risk assess-
ment).

Maintenance, change control
Review and learn which alarms are 
out of service. Alarms will periodically 
go out of service for maintenance, re-
pair, replacement, or testing. It is im-
portant to document why an alarm was 
removed from service, the operation 
of interim alarms, special handling 
procedures, as well as testing required 
prior to returning to service. For safety 
reasons, the system should be able to 
produce a list of which alarms are cur-
rently out of service. This serves as a re-
minder of what alarms are suppressed. 

Then you can review the list before put-
ting a piece of equipment back into op-
eration to ensure all critical alarms are 
functional.

Manage and control configuration 
changes; even the most well-designed 
alarm system can run into problems if 
there is poor control over who can make 
changes. Implement a management-
of-change procedure to ensure review 
and approval of modifications (such as 
changing an alarm limit, disabling an 
alarm, or adjusting its priority) prior to 
implementation. Do not make modi-
fications without proper analysis and 
justification, particularly if the alarm is 
a safety layer of protection.
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